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1. Answer the following questions (any ten) : 
1x10=10 

(a) What is a standard normal variate? 
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( 2 ) 

(b) When do we use F-test? 

(c) What is meant by scaling? 

(d) when does specification error arise? 

(e) If the error term is not distributed 

normally with o 2 variance, what type of 
problenm may arise? 

() Why are there two regression lines? 

(g) What is adjusted R? 
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(3 ) 

(h) When does type-I error occur? 

) Why do we add a random term in a 
linear regression model? 

What is meant by degrees of freedom? 

(k) If E{U,U) # 0, which problem does arise 
regression 
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in a linear 

Y, =a+BX, +U,? 
model 

E(U,U) 0 N, C9ARTG f 984 ? 

(m) What is critical region? 

What is the relation between correlation 
and regression coefficients? 

(Tuin Over) 



(n) State the 
distribution. 

(4 ) 

(o) What is the difference between error 
sum of square and explanatory sum of 
square? 

(a) Write 

expression for normal 

2. Answer any five of the following questions : 

t distribution. 

two uses of Student's 

Student's t Ruq o IKRF fARI I 

2x5=10 
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(b) Distinguish between type-I error and 
type-II error. 

(c) Define coefficient of determination in a 

two-variable linear regression model. 

(d) What is partial regression coefficient? 

(Continued ) 



(e) Distinguish between multicollinearity 
and autocorrelation. 

|5) 

Write two assumptions of F-test. 

(g) What are errors in variables? 

(h) Give two reasons for arising multi 

collinearity problem. 

Answer any four of the following questions 

(a) Explain 
property of normal distribution. 
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5x4=20 

diagrammatically the area 

(b) What are the properties ofa good 
estimator? Explain. 

(c) Explain the assumptions regarding the 
stochastic term of the linear regression 
model Y, =a+BX, +U,. 

(Turn Over) 



(a) Explain the concept of confidence 

interval. 

(e) 

(g) 

What is a dummy variable? What is its 

importance in statistical inference? 

(6 ) 

Distinguish between individual and 

joint functional form of regression 
model. 

Explain how. the omission of relevant 
variable create a problem in 

regression analysis. 
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2+3=5 

Can 

them, 

(h) What are the methods of detecting 
heteroscedasticity? Explain any two of 

(Continued) 



(7 ) 

4. Answer any four of the following questions: 

(a) What is a normal distribution? What are 
its usefulness? Assume that family 
incomes are normally distributed with 
u =1600 and G=200. What is the 

probability that a family picked up at 
random will have income () between 
1500 and 1800, (ü) below 1500 and 
(üi) above 2000? 
[(0 sZ l =0-3413), 

10x4=40 

(0 <Z s0-5) =0-1915] 2+2+6=10 

' itRilk* R u =1600 G =200 
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18004 fG QS, () 15004 gD (QRI 

[(O sZ sl=0-3413), 
(0s 2<0-5 =0-1915) 

(b) Distinguish between null hypothesis 
and alternative hypothesis. When do we 

use chi-square distribution?A random 

(Turn Over) 
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(e) 
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linear 

regression 

m
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th
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eters. 
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50 

36 

(g) What 
correlation? 

D test. 

( 10 ) 
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4+6=10 

(h) Explain the consequences of multi 

collinearity. 

How can heteroscedasticity affect OLS 
estimation? How would we correct for a 
heteroscedastic error term if the nature 

of the heteroscedasticity is known? 

10 

5+5=10 
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( 11 ) 

i) Explain how specification error may 
arise if irrelevant variable is included in 
a linear regression model. Explain the 
consequences of specification error. 
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