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1. Answer the following questions (any ten) :
- " 1x10=10
©o 2T Teg foran (R copiean webt) ¢

(a) What is a standard normal variate?

S 1R {59 6 2
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(2)

() When do we use F-test?
o F-o R @l 99 P17

(c What is meant by scaling?
ofRuet Iferee & 3o 2

(d) When does specification error arise?

Row R @b @ Ted =2

(e) If the error term is not distributed
normally with 62 variance, what type of
problem may arise?

3 @B ~CB1 AR R wgie o2 femeor
T2 (SR T (PR AP T8 = 2

() Why are there two regression lines?

wole AR (J1 9 AT 2

(99 What is adjusted R??

wferEfee R? 39
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(3)

(h) When does type-II error occur?

BiRe-11 @0 fdw ez 379

() Why do we add a random term in a
linear regression model?

WW%Wﬁﬁ‘rwﬁﬂﬁafnﬁwmﬂ
W2 |

() What is meant by degrees of freedom?
FoFor W4 Ifereat & @ 2

(k) If E(U,U;) #0, which problem does arise
in a linear regressmn model

Y, = oc+BXt+Ut

9b1 (3R AT @ Yt oc+BXt +U;®
EU,U]) #0 2, (SR'Ca & 57071 T8 - ?

() What is the relation between correlation
and regression coefficients?

TR SF ARG HR NS HIF 2
(m) What is critical region?
TaBepf w5 7
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(4)

(n) State the expression for normal
distribution.

YIRS IDF (FECR TS I 2 7

(0) What is the difference between error

sum of square and explanatory sum of
square?

& IR @O TE PR B[ AT
e o1l forat |

2. Answer any five of the following questions :
2x5=10

woto el R e bt epF Tes for

(a) Write two uses of Student’s
t distribution. "

Student’s t o3 o1 I &1 1

(b) Distinguish between type-I error and

type-II error.
-1 @h WE GReHl B Twe AL
forar |

(c) Define coefficient of determination in a
two-variable linear regression model.

72 AP CARE AR WS AIEA R
A |

(d) What is partial regression coefficient?
e TR BeE 2
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(5)

fe) Distinguish between multicollinearity
and autocorrelation.
TOTETTH P FIOITTHRA TGS <A1l farap |
() Write two assumptions of F-test.
F-ofRrpe) w01 Sfeuren fore |

{g) What are errors in variables?

o oo R R0

(h) Give two reasons for arising multi-
collinearity problem.

Ww%@a@miﬁtwqml

3. Answer any four of the following questions :
' o 5x4=20

oo R I Bifabt epes Tes feis

(a) Explain diagrammatically the area
property of normal distribution.

MRl 3574 ST CafErsT foad SRS Scam
01

() What are the properties of a good
estimator? Explain,

B! TG SR CIPIBATR TR 1

(c) Explain the assumptions regarding the
stochastic term of the linear regression
model ¥; = o +BX; +U;.

Y, =a+BX, +U, CaRe wrmd wiks @b
MO SSYIRETCI A 1 |
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(6)

(d) Explain the concept of confidence

interval.
RYTE SEAER MIRAICHA Sl T

(e) What is a dummy variable? What is its

importance in statistical inference?
2+3=5

SR vee 3fere [ e 7 ARPRYT SRS
R GFR Ao 0

() Distinguish between individual and
joint functional form of regression
model
SR e aﬂ“—ﬂ— I IW PR TES
o{1{gy el |

(g9 Explain how the 6mission of relevant
variable can create a problem in
regression analysis.

TR ReETe o oo I o/
(RPTALACA O B 2, SACEAs] 347 |

(h) What are the methods of detecting
heteroscedasticity? Explam any two of
them,

fAagfasas Sfereaq W{qﬁiﬁ*?mﬁ
CRTCAT 01 A0 41 1
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(7))

4. Answer any four of the following questions :

10x4=40
wore fa R @i sifRbt o et By

(@) What is a normal distribution? What are
its usefulness? Assume that family
incomes are normally distributed with
u=1600 and o =200. What is the
probability that a family picked up at
random will have income (i) between
1500 and 1800, (i) below 1500 and
(iti) above 20007
[(0<Z<1=0-3413),

(0<Z<0-5=0-1915] 2+2+6=10

MYRY 357 57 TR 29 o1 4 o

27 ARARE 9 p=1600 JF o =200

TFe AgRed [l F 1500 WF

18007 f¥eqe @1, (i) 15003 &S (I[

e (iii) 20009 SIS TR (IR IR

Tferear

[(0<Z<1=0-3413),

(0<Z<0.5=0-1915]

(b) Distinguish between null hypothesis
and alternative hypothesis. When do we
use chi-square distribution? A random
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(8)

sample of 5 students from a class was
taken. The marks scored by them are
80, 40, 50, 90 and 80. Are these sample
observations confirm that the class
average is 707 [Tabulated value of
t =2.78 corresponding to (n-1) d.f.]
2+3+5=1(
T REE WE ([FED ARFHA TGS 194
141 | Chi-3%f Reqq (Fhoq T 791 =2
9O A 5 T TG THN SEEOSIE (@R
F | (9€ERY 99 I 80, 40, 50, 90,
I 80 T, G RYIIN AR ¢ 70 el
AT I 2
[(n=1) d.£3 AT “if&a T t =2- 78]

(c) State and prove Gauss-Markov theorem
for B; in linear regression' model
Y; =Bo +B; X; +U;, where B, and B, are
parameters and U; is stochastic term. 10
Y; =Bo +B1X; +U; WERT @R WS
o -TRFS OG!S WIF 1T 41 | TS B,
S B, 216 R SF U, &b o% = |

(d) How to measure the standard errors of
regression estimator? Explain the
concepts of hypothesis testing and
forecasting. 2+4+4=10
AARETS  MUET PO (PRI T T2
A AT OF SASPR ARACIR
91|
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(9)

() In a three-variable linear regression
model Vi =Bo +P1 Xy +Bo Xy + Uy,
estimate the parameters B, f;, B,. 10

W PR twer e @ AmwaaE

Sfeea 7' A @IS
Yy =Bg +B1 Xy +BoXo; +USI® Bg, By, By
AToe = |

(/ A production manager is trying to
estimate the contribution of labours and
machines to output. Consider the
regression model

Y =BO +B]_X1 +B2X2 +U

Compute the least square estimates
including interrupt term from the
following observations :

Output (Y) Labours (X;) Machines (X5)

40 46 24
42 60 15
37 54 : 12
50 50 - 50
36 42 - 19
Apply the least square method to
estimate the parameters. 10

gE BT oIECS HY WF JMEF AWM
BeomS W R FF PRCT | LB T
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( 10 )

'\'ﬂﬁ Y :BO ’*BIXI "’BQXQ + U4 LRI
ey 9fy AR GRFT BAA o

e 4
Seom (V) 2 (X1) T3 (X2)
40 46 24
42 60 15
37 54 12
36 42 S
ey 35 7&fe IR IR SATGETCAR Sfeted |

(99 What are the sources of auto-
correlation? Describe Durbin-Watson

D test. 4+6=10

T TR Sopz & 57 oRRE-aoeR
D =Rl 1= 40

(h) Explain the consequences of multi-
collinearity.

- YO (A0 97 |

() How can heteroscedasticity affect OLS
estimation? How would we correct for a
heteroscedastic error term if the nature
of' the heteroscedasticity is known?

10

5+5=10

Serre RENfdserd (oM o (o 2 I
fagufaveteq 3ﬁ5|\9 QO 3™ (SR EXIES
R BRI 2
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(11 )

() Explain how specification error may
arise if irrelevant variable is included in
a linear regression model. Explain the

consequences of specification error.
4+6=10

wePRAe o wdr Rory R &b @
T T ? G FIOT YOIPTR ST 4T |

* kK
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